Finite Element Model of Pulsed Laser Welding

A newly developed model correlated with an experiment has shown laser beam en-
ergy distribution and absorptivity greatly affects laser weld dimensions

ABSTRACT. A three-dimensional finite
element model of the heat flow during
pulsed laser beam welding is presented.
The heat transfer and parametric design
capabilities of the finite element code
ANSYS were employed for this purpose.
The model calculates transient tempera-
ture profiles and the dimensions of fusion
and heat-affected zones (HAZ). Temper-
ature-dependent thermophysical proper-
ties and experimentally measured beam
profiles are incorporated. Model calcula-
tions are compared and then calibrated
with experimental results of pulsed laser
welds. The results suggest that tempera-
ture profiles and weld dimensions are
strong functions of the absorptivity and
energy distribution of the laser beam. For
this reason, it is essential to incorporate
an accurate description of the heat
source.

Introduction

Laser beam welding is a field of grow-
ing importance in industry. Pulsed laser
welding offers the advantage of very low
heat input to the weld, resulting in low
distortion and the ability to weld heat-
sensitive components. While there have
been several numerical and analytical
models that have sought to elucidate the
physical mechanisms involved in the
continuous-wave laser welding process,
there exist few models of pulsed laser
welding. These are reviewed below. The
main reason for this apparent scarcity lies
in the complexity of the laser-material in-
teraction process. Pulsed laser welding in
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this article refers to the low repetition rate
regime in which significant resolidifi-
cation of the workpiece occurs between
laser pulses. As the laser beam intermit-
tently interacts with the workpiece over
very short time intervals, very rapid heat-
ing and cooling cycles result. The weld
bead is the product of a number of over-
lapping spot welds, and every point in
the weld area experiences a complex se-
ries of thermal cycles during the passage
of the laser beam. This complexity im-
plies that analytical modeling techniques
are almost impossible. The numerical
model, therefore, is the preferred option,
although the analysis requires a very
large number of small time steps — much
smaller than those needed for the con-
tinuous analysis.

Previous Models of Laser Welding

Rosenthal’s solutions (Ref. 1) repre-
sent the starting point of analytical solu-
tions applied to welding techniques in
general. It was not until 1973 that Swift-
Hook and Gick (Ref. 2) developed the
first heat transfer model for continuous
laser welding. In a similar manner to
Rosenthal, the laser beam was modeled
as a moving line source. It was assumed
that the melting temperature isotherm
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determined the location and shape of the
fusion zone. The width and depth of the
fusion zone were then related to the laser
power and velocity of the workpiece.
Since the formation of a keyhole was ne-
glected, their model produces only par-
tial agreement with experimental results
and applies mainly to conduction laser
welding. Convective flow in the weld
pool was not considered.

In 1976, Klemens (Ref. 3) produced a
more sophisticated model of the contin-
uous laser welding process. The model
assumes a plasma-filled keyhole, which
is held open by a balance between vapor
pressure within the keyhole, surface ten-
sion and hydrodynamic pressure in the
molten region surrounding the keyhole.

Three-dimensional convective flow in
the weld pool was extensively investi-
gated in 1976 by Andrews and Atthey
(Ref. 4). Although four distinct driving
forces for weld pool convection exist —
buoyancy, gravity, surface tension and
plasma forces — this model incorporates
only the effects of gravity and surface ten-
sion. The underlying assumptions are
that the vapor pressure inside the keyhole
is taken to be equal to the atmospheric
pressure and 100% of the incident power
is absorbed at the surface of the work-
piece. In practice, the former assumption
is valid only for shallow keyholes,
whereas the latter simplification is unjus-
tified. Absorptivity is a function of a num-
ber of variables, such as the nature of the
surface, the level of oxidation, surface
temperature, power density of the beam
and amount of plasma present. The as-
sumption of a constant absorptivity is un-
likely to be realistic.

In 1977, Cline and Anthony (Ref. 5)
integrated the point source over the
workpiece surface to yield a Gaussian
power distribution, eliminating singulari-
ties in the temperature calculations and
showing that spot size has a strong influ-
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ence on the maximum temperature at-
tained by the workpiece. The model as-
sumes 100% absorption and calculates
an exponential decrease of the tempera-
ture in the vertical direction. Conduction
and keyhole welding conditions were
both considered, whereas weld pool con-
vection was not included in the model.

In 1986, convective flow was exam-
ined by Davis, et al. (Ref. 6). Their model
starts with the basic assumption that the
Peclet number, which is the ratio of con-
vected to conducted heat, is small. It also
assumes two-dimensional convective
flow, independent of keyhole depth,
modeled by solving the Navier-Stokes
equations of motion. A simpler approach
is to compensate for the weld pool con-
vective heat transfer with an artificially
high thermal conductivity for the mate-
rial in the weld pool. Typically, a thermal
conductivity of as much as ten times its
actual value at the solidus temperature
has been used in conventional welding
models (Ref. 7). Unfortunately, this
means that various values of conductiv-
ity for the molten material must be trialed
until a reasonable weld pool shape is ob-
tained. Anisotropic conductivities can
also be used for this purpose but have not
been applied to laser welding models.
Other significant modeling efforts are
also presented (Refs. 8-13).

The difficulties associated with analyt-
ical models of the laser welding process
may be partially overcome by employing
numerical rather than purely analytical
techniques. Detailed information on
temperature-dependent thermophysical
properties is difficult to obtain, however,
so most numerical modeling efforts have
used constant or assumed values for se-
lected thermophysical properties.

Mazumder and Steen (Ref. 14) devel-
oped the first numerical model of the
continuous laser welding process. This
model implements the finite difference
technique for a Gaussian beam intensity
distribution and starts with the assump-
tion that the absorptivity of the incident
radiation below the boiling point is 20%.
While convective flow in the weld pool
and the temperature dependence of the
thermophysical properties are not con-
sidered, the nonlinearities of convection
and radiation to surroundings are in-
cluded in the model. The absorptivity of
the laser radiation is considered to be
100% when the temperature exceeds the
boiling point. As a result, matrix points
remain in the conducting network at fic-
titiously high temperatures to simulate
the convection and radiation heat trans-
fer mechanisms within the plasma. Beer-
Lambert’s Law describes attenuation of
the laser radiation within the keyhole.
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The model can be used to predict tem-
perature distributions, the size and shape
of fusion and heat-affected zones, maxi-
mum welding speeds and the effect of
workpiece thickness. Other published
numerical/analytical models are also
listed (Refs. 15-19).

During pulsed laser welding, the
material is heated intermittently with a
succession of short-duration pulses to
produce a series of overlapping spot
welds. Consequently, the material is
subjected to a large number of thermal
cycles. Predictions of accurate heating
and cooling rates using analytical meth-
ods are very difficult to obtain. Therefore,
a two-dimensional numerical model em-
ploying the finite difference technique
was developed by Zacharia, et al. (Ref.
20). This model describes two-dimen-
sional convective flow and heat transfer
in the fusion zone for a Gaussian heat
source, assuming that the flow is primar-
ily driven by the gradient of the surface
tension and that vaporization effects are
negligible. This numerical model corre-
lates calculated thermal cycles and
cooling rates with features of the solidifi-
cation structure. Temperature-dependent
thermophysical properties are not
included in this model. This added
complexity was only partially considered
by Russo, et al. (Ref. 21). Their two-
dimensional numerical analysis of the
pulsed laser welding process assumes
surface tension to vary linearly with tem-
perature, while kinematic viscosity is as-
sumed to vary exponentially with
temperature.

Further published research on model-
ing pulsed laser welding is limited.
Vishnu, et al. (Ref. 22), developed a
three-dimensional solution for the tem-
perature distribution due to an instanta-
neous, stationary Gaussian heat source.
This solution was then extended to con-
sider a single, moving heat source and,
finally, a series of heat pulses. These
theoretical calculations were compared
with empirical results for gas tungsten
arc (GTA) welds, but may be used to
describe pulsed laser welding. Gellert
and Egli (Ref. 23) developed a basic one-
dimensional model that describes the
melting of copper by a pulsed heat
source. Jette and Benson (Ref. 24) con-
structed a one-dimensional model of
pulsed laser heating of optical surfaces,
while Arutyunyan, et al. (Ref. 25), devel-
oped a general hydrodynamic model of
the interaction of pulsed radiation with
matter.

Previously published work indicates
several improvements that may be made
to these models:

1) Experimental determination of the

intensity profile of the laser beam, which
is then incorporated into the model.

2) Minimization of the mesh size
near the heat source.

3) Implementation of finite element
codes such as ANSYS, ABAQUS or NAS-
TRAN to develop adaptive meshing and
remeshing schemes.

4) The development of more hybrid
analytical/numerical models.

The Present Model

The approach here has been to solve
just the energy balance equation with
appropriate initial and boundary condi-
tions. The method employed uses realis-
tic temperature-dependent variables,
experimentally measured laser beam in-
tensity distributions, and requires only
one “calibration” factor to match model
predictions with experiment for a wide
range of conditions. Because pulsed laser
welding involves very rapid melting and
resolidification (rather than a permanent
liquid pool), convective redistribution of
heat in the weld pool is minimal and may
be neglected.

This paper presents a new three-di-
mensional model of the laser welding
process utilizing the efficient solution
procedures of the finite element code
ANSYS on an SGI Challenge L series
workstation. The results of this model are
compared with experimental results. A
pulsed Nd:YAG laser of wavelength 1.06
pum was used to generate single spot
welds on AISI 1006 steel plates. The
physical dimensions of the fusion zone
(FZ) and weld zone (WZ = FZ + HAZ)
were measured and compared with the
predictions of the model.

Physical Description of the Model

A moving, pulsed laser beam with an
experimentally determined energy distri-
bution strikes the surface of a finite three-
dimensional AISI 1006 steel plate. The
power density is sufficient to form a
bead-on-plate laser weld. The dimen-
sions of the plate and heat source are
shown in Fig. 1.

The following assumptions were
made in the formulation of the finite ele-
ment model:

1) The laser beam is incident at an
angle 0 to the surface of the workpiece.
Laser welding with fiber optics is often
performed at an angle 6 to prevent back-
reflections from the workpiece damaging
the delivery optics. This is particularly so
when welding highly reflective materials
such as aluminum and copper.

2) The workpiece is initially at 20°C
(68°F). Both the laser beam and the
coordinate mesh are fixed and the work-



boiling point, 70%
of this absorbed ra-
diation is assumed
to be further ab-
sorbed by the
vapor/plasma, and
the remaining 30%
is transmitted
through the vapor
according to Beer-
Lambert’s Law. The
final proportion re-
maining at the
walls of the keyhole
is fully absorbed by
the material through
a Fresnel inter-
action. The vapor/
plasma absorptivity
was determined by

Fig. 1 — Finite plate heated over an elliptical region by a laser beam. The
laser beam and the coordinate system are fixed and the workpiece moves

at velocity v.

comparing exper-
iment with theory,
since below 70%
vaporization was

piece moves in the positive x-direction
with a constant velocity, v.

3) For temperatures below the boiling
point of the material (i.e., 2860°C
[5180°F] for steel), a proportion of the in-
cident radiation is absorbed, determined
by the “effective absorptivity” described
below, and the rest is reflected. Above the

not maintained in
the model, above 70% boiling was too
rapid and the resulting melt pool was
too deep and too wide. Attenuation ac-
cording to Beer-Lambert’s Law is de-
scribed by

P =P" exp (-aL) (1)

Table 1 — Thermophysical Properties Used in the Finite Element Model

Thermal
Temperature Conductivity
°C (°F) (W m-1K-1)
0 (32) 51.9
75 (167) 51.3
100 (212) 51.1
175 (347) 49.5
200 (392) 49
225 (437) 48.3
275 (527) 46.8
300 (572) 46.1
325 (617) 45.3
375 (707) 43.6
400 (752) 42.7
475 (887) 40.2
500 (932) 394
575 (1067) 36.6
600 (1112) 35.6
675 (1247) 32.8
700 (1292) 31.8
730 (1346) 30.1
750 (1382) 28.9
775 (1395) 275
800 (1472) 26
1000 (1832) 27.2
1500 (2732) 29.7
1540 (2804) 29.7
1590 (2894) 29.7
1840 (3344) 29.7
1890 (3434) 29.7
2860 (5180) 29.7

Specific Heat Density
( kg™l m-3) Emissivity (kg m=3)
450 0.2 7872
486 0.35 7852
494 0.4 7845
519 0.44 7824
526 0.45 7816
532 0.46 7809
557 0.47 7763
566 0.48 7740
574 0.48 7717
599 0.5 7727
615 0.51 7733
662 0.53 7720
684 0.54 7711
749 0.55 7680
773 0.56 7669
846 0.57 7636
1139 0.57 7625
1384 0.58 7612
1191 0.58 7602
950 0.58 7590
931 0.58 7578
779 0.59 7552
400 0.6 7268
400 0.6 7218
847 0.6 7055
847 0.6 6757
400 0.6 6715
400 0.62 5902

These properties are linearly interpolated for the intermediate temperatures.

where a is the absorption coefficient
(m~1), which was considered to be inde-
pendent of position within the keyhole.
For low-carbon steel, Mazumder and
Steen (Ref. 14) suggest a value of 800
m-1. P is the beam power reaching a
depth L, and P’ is the incident power.

4) When the temperature of a node
exceeds the boiling point of the steel, it
remains in the mesh at the vaporization
temperature to simulate the presence of
a plasma-filled keyhole, and the thermo-
physical properties used are those for
iron vapor at 2860°C (Table 1). This ap-
proach is similar to the one adopted by
Mazumder and Steen (Ref. 14).

5) All thermophysical properties are
considered to be temperature dependent.
These properties are shown in Table 1:
thermal conductivity, specific heat and
emissivity according to Brown and Song
(Ref. 26) and density according to Kim
(Ref. 27).

6) The latent heat of fusion is simu-
lated by an artificial increase in the lig-
uid-specific heat according to Brown and
Song (Ref. 26).

7) As pulsed laser welding involves
very rapid melting and solidification,
convective redistribution of heat within
the weld pool is not as significant as it is
in other processes where a liquid pool is
permanent. Convective flow of heat,
therefore, is neglected.

Mathematical Description of the Model

The spatial and temporal tempera-
ture distribution T(x,y,z,t) satisfies
the following differential equation for
three-dimensional heat conduction in a
domain D:

O [ TR, 05 910, 0 ot
ax 0% axH Oygy ayH oz 2 320
OT oTO
+Q= -V— 2
Q=P TV axt @
where
(x,y,z) = coordinate system at-
tached to the heat source
Q = power generation per unit
volume in the domain D
(Wm3)

Ky Ky, K, = thermal conductivity in
the x, y and z directions
(W m-1K-1)

c = specific heat capacity
(kg KH)

p = density (kg m-3)

= time ()

= velocity of workpiece

(ms1)

< ~+
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The initial condition is

T(X,y,2,0)=T, for(x,y,z) OD. (3)

The essential boundary condition is
T(0,y,z, 1) =Ty 4)

on the boundary S, for (y,z) 0 S; and t >
0. This condition prescribes nodal tem-
peratures at the flow inlet. S; represents
the inlet surface. The natural boundary
conditions can be defined by

aT
kng —q+h(T -Ty) +oe(T* -T,') =0 (5)

on the boundary S, for (x,y,z) O S, and
t> 0. S, represents those surfaces that are
subject to radiation, convection and im-
posed heat fluxes. A special case of the
imposed heat flux is the adiabatic condi-
tion, which represents insulated or sym-
metry surfaces. Other symbols are
defined as

k, = thermal conductivity normal to
S, (W m-1K-1)

h = heat transfer coefficient for con-
vection (W m-2 K-1)

o = Stefan-Boltzmann constant for

radiation
(5.67 x 10-8 W m—2 K—4)
€ = emissivity
To = ambient temperature (K)
q=930e (6)
where

0e= Je (X,Y,2) = experimentally deter-
mined heat flux normal to
S, (W m-2)
d = Kronecker delta
=1 for pulse on
= 0 for pulse off.

The inclusion of temperature-depen-
dent thermophysical properties and a ra-
diation term in the above boundary
condition makes this type of analysis
highly nonlinear. Since the incorporation
of radiation effects was found to increase
solution times by as much as three times,
Vinokurov’s (Ref. 28) empirical relation-
ship for welding hot-rolled steel plates
was used:

h=2.4x10"3gT161 @)

Equation 7 combines the effects of ra-
diation and convection into a “lumped”
heat transfer coefficient. The associated
loss in accuracy using this relationship is
estimated to be less than 5%.
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Numerical Description of the Model

The finite element code ANSYS (Revi-
sion 5.2) provides a convenient means of
numerically modeling pulsed laser weld-
ing. A system with an infinite number of
unknowns (the response at every location
in the system) can be transformed into
one that has a finite number of unknowns
related to each other by elements of finite
size.

The solution technique is then cho-
sen, depending on the type of problem.
In the present case, the thermal history of
a bead-on-plate weld is required, so a
transient thermal analysis must be per-
formed. This requires an integration of
the heat conduction equation with re-
spect to time. In the finite element for-
mulation, this equation can be written for
each element as

[CORTHIKMKTHVI={QM}  (®)

where
[K] = conductivity matrix
[C] = specific heat (or capacitance)
matrix
{T} = vector of nodal temperatures

{T} = vector of time derivative of {T}

{V} = velocity vector for the moving
workpiece

{Q}= nodal heat flow vector.

This equation is simply the vector and
matrix equivalent of Equation 2 (Ref. 29).
Standard variational techniques are then
applied to solve these system equations.
This is accomplished through the Crank-
Nicholson/Euler theta integration method
in which the equations are solved at dis-
crete time points within the transient. The
difference between any two time points
is known as the integration time, which is
specified by the user. If necessary, the
time step can be varied during the tran-
sient. The program’s automatic time-step-
ping feature can be employed to
automatically increase or decrease the
integration time step based upon re-
sponse conditions (Ref. 29).

The first iteration in the solution pro-
cedure solves the system equations at an
assumed starting temperature (which
may be specified by the user), and sub-
sequent iterations use temperatures from
previous iterations to calculate the ther-
mal conductivity and specific heat matri-
ces. The iterative process continues until
a converged solution is achieved, i.e.,
when user-defined convergence criteria
are met. Convergence checking can be
based on the out-of-balance heat flow
vector and/or the temperature increment
from one iteration to the next. The num-

ber of iterations necessary for an accurate
solution depends upon the nonlinearity
of the problem. An analysis with temper-
ature-dependent thermophysical proper-
ties normally requires two or three
iterations to converge, while ten or more
iterations may be necessary for analyses
dominated by radiation heat transfer.

The solution data are in the form of
nodal temperatures and heat flows.
These data may be used in the post-
processing phase to produce displays of
temperature contours (isotherms). Other
postprocessing options may be used to
extract more specific information, such
as the thermal gradient and thermal flux
at nodes and element centroids. This in-
formation can be displayed either graph-
ically or in tabular form.

Modeling Results

The results of the ANSYS program can
be displayed in many ways. Since the
program is capable of calculating the
temperature at any nodal point in the
material as a function of time, different
modes of presentation of the results need
to be selected to assess the ability of the
model to predict experimentally measur-
able quantities. This comparison of ex-
periment with theory and the consequent
modification of the various parameters
that represent physical processes in the
model may allow the estimation of the
relative importance and role of the com-
plex physical interactions that govern
pulsed laser welding.

Initial comparisons of experiment and
theory were done on single-pulse spot
welds. The finite element mesh is shown
in Fig. 2. As the heat source is symmetric
about the x-y plane, only half the heat
source is considered. The mesh is linearly
graded from fine to coarse, according to
the expected reduction in temperature
gradient on moving away from the heat
source. An error estimation technique
based on the discontinuity of the heat
flux between elements was employed to
achieve a calculation accuracy of +5%.
As a result, this mesh provides an opti-
mum balance between solution time and
accuracy.

The model was run for both the dura-
tion of a single laser pulse and the sub-
sequent cooling period. An innovative
technique was implemented to transfer
and store the large amount of data gen-
erated during the solution procedure.
This data includes the depth of the 1540
and 730°C (2804 and 1346°F) isotherms
that approximately represent the fusion
zone (FZ) and weld zone (WZ) bound-
aries, respectively. Exposure of sheet
steel to a single laser pulse formed a spot



weld, which was then sectioned and pre-
pared so the FZ and WZ dimensions
could be measured. These comparisons
were conducted for a wide range of laser
welding parameters and the results of se-
lected experiments are given in the fol-
lowing section.

The laser system used to generate the
experimental results in this paper was a
LASAG KLS522 pulsed Nd:YAG laser
equipped with a 10-m fiber-optic cable
and a LL-BK1 processing head. This head
incorporates standard two-element op-
tics to refocus the beam emerging from
the optical fiber. Small amounts of spher-
ical aberration inherent in this design
gave rise to different intensity distribu-
tions as a function of focal position.

It was found that two of the most sen-
sitive inputs to the model were the shape
of the intensity profile of the laser beam
and the absorptivity of the beam at the
surface of the workpiece. To ensure ac-
curate intensity distributions, the cross-
sectional intensity profiles of the pulsed
Nd:YAG laser beam used in the experi-
ments were measured over a wide range
of laser parameters using a commercial
Spiricon LBA-100 laser beam analyzer
(Refs. 30, 31). The data as measured by
this system were used to generate a ma-
trix of power density values that were
then used as input data for the model. An
example of one of these measured pro-
files is shown in Fig. 3. Although this pro-
file has an approximately conical shape,
measured intensity profiles under other
laser conditions (focal positions) were
found to be approximately Gaussian,
top-hat or even donut shaped.

To demonstrate the sensitivity of the
model to intensity distribution, the model
was run using the measured profile —
Fig. 3. The model was then run using an
artificially generated top-hat profile of the
same full width at half maximum (FWHM)
and the same total energy as the measured
profile. A comparison of the predicted
depths and diameters of the FZ and WZ is
shown in Table 2. This clearly indicates
that unless the correct intensity profile is
used as input into the model, large dis-
crepancies between model predictions
and experimental results will occur. The
results of numerical and analytical models
of the laser welding process that assume
line, Gaussian or top-hat profiles of in-
tensity distribution must, therefore,
be treated with caution. All these calcula-
tions have used experimentally measured
energy distributions.

Comparison of Experiment
and Theory

Using a single optical fiber (0.6-mm-

diameter, step
index) and a 100-
mm focal length
processing head
(Lasag LL-BK1), sin-
gle laser pulses
were delivered
onto 0.9-mm AISI
1006 steel. Laser
pulses of duration 3
ms, energy 7 J and
repetition rate 20
Hz were incident
on the workpiece,
moving fast enough
to ensure no over-
lap of spot welds
(3000 mm/min).
Thus, the effect of a
single laser spot

Symmetry surface

Weld interface

could be exam-
ined. The beam was

Fig. 2— 11 x 0.9 x 5 mm finite element mesh consisting of five 616 eight-

noded elements. Each element in the fine section of the mesh has a

incident on the sur-

face of the material g the laser beam.

volume of 0.1 x 0.1 x 0.1 mm, and the mesh remains fixed with respect

at an angle of 10
deg and a focal
scan was made from -5 mm (focal point
beneath the surface) to 5 mm (above the
surface) in increments of 1 mm. Figure 4
shows a micrograph of the cross section
of one of the spot welds (focus 0 mm).
From such a micrograph, the depth and
diameter of the FZ and WZ may be mea-
sured. Just as this laser spot weld was
physically sectioned, a section through
the centerline of the model can be taken.

ANSYS model predictions of the FZ and
WZ boundaries are superimposed on this
micrograph. These isotherms represent
the positions that have been heated up to
maximum temperatures of 1540 and
730°C, respectively.

The model was also run for the other
focal positions. The temperature of each
nodal point within the solid was cal-
culated as a function of time. For each

Fig. 3 — Intensity profile of Nd:YAG laser beam. Laser conditions: 7 J, 3 ms, focus 0 mm.
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Table 2 — Comparison of WZ and FZ Depths and Diameters for Both an Experimentally
Measured Beam Profile and an Artificially Generated Top-Hat Profile

Model Prediction

Measured Profile

(mm)
FZ depth 0.39
FZ diameter 0.85
WZ depth 0.43
WZ diameter 1.08

Top-Hat Profile Experiment
(mm) (mm)
0.46 0.4
0.68 0.89
0.5 0.43
0.87 1.17

Table 3 — Focal Position vs. Absorptivity to Produce a Close Comparison between Theory and
Experiment for the Conditions Shown in Fig. 5A and B

Focal Position (mm) -5 -4 -3 -2
Absorptivity (%) 35 33 33 33

-1 0 1 2 3 4 5
37 30 28 28 30 25 25

Fz
Boundary

Boundary

Fig. 4 — Micrograph of the cross section of a laser spot weld in 0.9-mm AISI 1006 steel showing
ANSYS model predictions of the fusion and heat-affected zone boundaries. Laser conditions: 7 J,

3 ms, focus 0.

focal position, the maximum depth and
diameter of the 1540 and 730°C temper-
ature contours were measured. These
measurements have been plotted in Fig.
5A and B, and may be compared directly
with the experimental measurements of
the FZ and WZ dimensions, respectively.

Previous work has shown that the
deepest penetration associated with
pulsed laser welding is achieved when
the focal point is located 2-3 mm below
the surface of the workpiece (Ref. 32).
This value was based on the assumption
that the minimum weld pool width cor-
responds to the focal point of the laser
beam at the surface of the workpiece.
This assumption was found to be mis-
leading, particularly in the case of non-
Gaussian beam profiles. In this study, an
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improved method of determining the
focal point of the laser beam was em-
ployed. A Spiricon laser beam analyzer
(LBA-100) was used to determine the op-
tical focus of the laser beam. Using this
analyzer, it was possible to measure the
power distributed in the laser beam
(beam profile) as a function of distance
from the focusing lens. The position that
gave the maximum power density was
deemed the focal position. The laser
beam profile on either side of this posi-
tion was found to vary from a near-Gaus-
sian profile (at positive focal positions) to
donut-shaped profiles (at negative focal
positions). The most accurate way of cor-
relating spot welds with beam profiles
was to compare these donut-shaped melt
zones with the donut-shaped beam pro-

files. By performing the above focal scan
on AISI 1006 steel to produce a series of
individual spot welds, it was possible to
match the diameter of the “annular” or
donut-shaped beam profiles with the di-
ameter of the annular spot welds. There-
fore, from an optical point of view, it was
found that under these laser conditions
the point of maximum penetration actu-
ally occurred at 0 mm (Fig. 5A), i.e.,
when the beam was focused at the sur-
face of the workpiece. The finite element
model corroborates this method of deter-
mining the focus. The predicted weld
pool shapes are in excellent correlation
with the experimental welds. These cor-
relations are very poor if the previous
method of determining the focal position
is used.

The results in Fig. 5A and B verify this
method of determining focus. It can be
seen that the minimum melt diameter
(FZ) is approximately 3 mm. The focal
position at which the maximum power
density is obtained does not yield the
spot weld of smallest diameter due to the
different intensity distributions at differ-
ent focal positions.

Note that the estimation of thermo-
physical properties to be used as input to
the model is a difficult task under these
conditions, since a metal heated beyond
its boiling point in less than 3 ms under-
goes rapid changes and determining ac-
curate material properties for such a wide
range of temperatures is difficult. This
task is more perilous when the tempera-
ture dependence of some important ma-
terial properties is unknown. The
absorptivity of the laser radiation is one
such parameter.

The absorptivity of the 1.06-um laser
radiation by the workpiece is a complex
function of a number of variables such as
the nature of the surface, the level of ox-
idation, surface temperature, beam
power density, beam angle of incidence,
focal position of the laser beam relative
to the workpiece surface, different
amounts of absorption across the beam
itself and the amount of plasma present.
Since their precise roles have not been
determined either experimentally or the-
oretically, an effective absorptivity for
each focal position was incorporated into
the analysis. This parameter includes, in
an approximate way, all of these complex
effects. The modification of energy input
by convective movement is also included
in this factor.

The variation of effective absorptivity
with focal position is shown in Table 3. An
effective absorptivity for each focal posi-
tion was selected to achieve a close
match between theory and experiment
for just one set of results, in this case the
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Fig. 5— A — Measured FZ and WZ depths compared with model predictions based on changing absorptivities; B — measured FZ and WZ diame-
ters compared with model predictions based on changing absorptivities.

maximum depth of the 730°C (1346°F)
isotherm below the surface (WZ depth).
The selected absorptivities compare well
with previous estimations of the absorp-
tivity of low-carbon steel to radiation of
wavelength 1.06 um (Ref. 33). When
these values are used in the model, agree-
ment within 10% between theory and ex-
periment for FZ depth, FZ diameter and
WZ diameter is achieved — Fig. 5.

It should be emphasized that the
selection of an effective absorptivity for
each focal position represents the only
“calibration” factor in the model. Realistic
temperature-dependent variables are used
for all other thermophysical properties.
The inclusion of experimentally deter-
mined beam profiles represents another
important feature of the model. As the en-
ergy distribution at the surface of the work-
piece is a strong function of both focal
position and beam incidence angle, in-
corporation of these measured beam pro-
files is essential for accurate temperature
calculations and weld pool shapes.

Conclusions

A three-dimensional finite element
model of the heat flow during pulsed
laser welding has been developed. This
model is quite sensitive to the energy
distribution and absorptivity of the laser
beam. It has been applied successfully
to spot welds on mild steel. Extension of
this work is proceeding to fully under-
stand the predictive ability and limita-
tions of the model and its applicability
to other materials and to a train of over-
lapping spot welds. Preliminary results
have been reported elsewhere (Refs. 31,

34). A more direct check of the theoret-
ical work, apart from the measurement
of FZ and WZ dimensions and the
consequent estimations of temperature
contours, is the measurement of temper-
ature as a function of time during laser
welding. This may be achieved by mea-
suring the temperature of the surfaces of
sheet steel during welding. This temper-
ature-time dependence may be directly
compared with the appropriate output
from the finite element model. The re-
sults of this work will be published at a
later date.
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Differential Design and Construction Cost
of Nuclear Power Plant Piping Systems
as a Function of Seismic Intensity
and Time Period of Construction

By T. M. Adams and J. D. Stevenson

This report presents cost data associated with the physical design, construction, operation and modification of

nuclear power plant safety-related piping systems. These costs are given as a function of seismic intensity and time
period of construction for new and operating plants. It also included the cost effect of a number of proposed simplified
seismic design and construction initiatives.

Included in the cost analyses are the engineering costs for both the piping systems and supports and of material,
fabrication and installation. Three eras of construction are covered: 1966 to mid-1974, mid-1974 to 1980 and 1981
to 1990. Included are current piping system replacement and modification costs for plants of these vintages as well
as the original construction costs. The cost of seismic design and construction of piping is also given as a percentage
of overall plant cost and two levels of seismic design acceleration: 0.1 g OBE-PGA and 0.3 g OBE-PGA. The data
presented are taken from the existing literature plus extrapolation of these data.
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